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Context and motivation 
Video description methods aim at automatically generating textual descriptions from video 
sequences/clips. This is a well-known problem in the field of computer vision where many methods have 
been proposed in the literature [1]. This topic is related to performance evaluation and in particular to 
databases. Many databases have been proposed for performance evaluation of video description methods 
[2]. The two most widely used are the MSVD [3] and MSR-VTT [4] databases. These databases are usually 
built from web videos (e.g. Youtube) on targeted categories (e.g. cooking, e-commerce, social networks) or 
in multi-category. Textual annotations are most often produced by hand via web services like Amazon 
Mechanical Turk. 

 
Nevertheless, the databases proposed in the literature have severe limitations [2]. The encoding/quality of 
the videos is heterogeneous and the videos are provided without multimodality (no or few audio tracks, 
subtitles and metadata).  They are not scaled and the test sets are provided in black box mode. Finally, the 
descriptions are given a posteriori (without temporality) and are limited to visual information without 
contextualization (e.g. which person, which place, which date, etc.). As discussed in [1, 2], the constitution 
of scaled, standardized databases with textual information (audio tracks, subtitles and metadata), 
structured in test sets and offering a large ground truth is essential for future research on video description 
methods. 
 
These limitations can be partly overcome by using television (TV) capture. Indeed, TV video streams, unlike 
Web video streams, allow a standardized capture, at scale and with textual information. Various works have 
been carried out in the past for the constitution of TV databases for the detection of video segments [5], 
data journalism [6] and natural language processing [7]. Nevertheless, automatically and reliably generating 
video descriptions that meet ground truth requirements remains an open issue. Even if video description 
methods have gained a lot of maturity (and in particular those based on deep learning [1]), they can neither 
guarantee the level of robustness necessary for the elaboration of a ground truth, nor cross (on the sole 
basis of visual analysis) the semantic gap necessary for contextualization.   

Objective ot the thesis 

In order to address this problem, we propose in this PhD thesis to explore natural language processing 
approaches for semantic representation and deep learning in order to propose a new system for contextual 
video description. The idea is to map the textual data contained in the electronic program guides to the 
knowledge graphs of the Web of Data, and then to link these data to the video sequences associated with 
them thanks to the subtitles and their timestamp. At the textual level, the link between the different 
modalities raises several scientific challenges such as the resolution of co-references [8, 9] between 
different natures of texts (written, oral transcription) and multilingual processing [10]. On video analysis, 
multi-task [11, 12] and multi-modal processing [13, 14] will have to be proposed for performance evaluation 
[5, 6] for the generation of the database and the ground truth.  



   

 

   

 

 This work is therefore at the crossroads between deep learning on videos and NLP based on knowledge 
graphs. The main expected contributions are :  

• Proposal of a method to generate a knowledge graph from the processing of audio descriptions  

• Proposal of a deep learning model on video descriptions integrating a knowledge graph for the 

generation of summaries  

• Production of a database of video descriptions 

Context and supervision 

This PhD is a full funded position supported with a three years grant. The student will be hosted by the 
LIFAT laboratory1 of the University of Tours2, this research direction extending and reinforcing 
collaborations already in progress between the BDTLN and the RFAI3 teams. The work will be supervised by 
Arnaud Soulet (Assistant Professor), Donatello Conte (Full Professor) and co-supervised by Nathalie 
Friburger (Assistant Professor), Mathieu Delalandre4 (Assistant Professor). Applications have to be 
submitted online on the ADUM platform5 before May 15,2023.  

Link to apply 
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