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ABSTRACT

In this paper, we describe the latest versioSI&YLLE an AAC
system that permits persons suffering from sevengsipal
disabilities to enter text with any computer apgticn and also to
compose messages to be read out by a speech symtiatule.
The system consists of a virtual keyboard compgisnset of
keypads which allow entering characters or full dgoby a single-
switch selection process. It also comprises a stiphted word
prediction component which dynamically calculatése tmost
appropriate words for a given context. This commbrie auto-
adaptive, i.e. it learns on every text the userdwasred. It thus
adapts its predictions to the user’s language hacttirrent topic
of communication as well. So far the system wouks French,
German and English. Earlier versionssiBYLLEhave been used
since 2001 in the Kerpaberehabilitation center (Brittany,
France).

Categoriesand Subject Descriptors

J.3.3 Compute applicationg]: Life and medical sciences

General Terms
Human Factors, Experimentation, Performance.
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1. INTRODUCTION

This paper will presenSIBYLLE an AAC (Augmentative and
Alternative Communication) system for persons wghvere
speech and motion impairments (cerebrally and philgi

handicapped persons, locked-in syndrome etc.). btker AAC

systems, such as FASTY [1] @asher[2], SIBYLLEaims at
restoring communicative abilities. CurrentlySIBYLLE is

available for French, German and English.

SIBYLLE is composed of four modules. The first one is the '

physical input interface (e.g. an eye glimpse doreath sensor)
replacing standard computer devices, which areitetstor these
users. Secondly, the on-screen virtual keyboart rd@aces the

1 http://mww.kerpape.mutualite56.fr/
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physical keyboard andllows the user to select textual items
(letters or words) in order to compose messagssteation frame
successively highlights each of the items, whicim ¢hen be
selected by the user. Finally, the last two comptmare a text
editor and a text-to-speech synthesis (TTS) mottutead out the
typed message.

Since the user has to wait until the selection &dmghlights the
desired item on the keyboard, one of the maindiiffies of such
a system results from the extreme slowness of messa
composition. We thus investigate two complemenggpyroaches
to speed up text input: fast key selection and tkes reduction.
These improvements are based on two predictionrcdsytaking
the already typed part of the message (left contaid account:
the system presents the most probable words orrseed the
letters on the virtual keyboard are ordered acogrdo their
probability of occurrence. This prediction is ackeié by means of
a statistical language model which is automaticatigpted to the
user and the current semantic context of commuinitat

2. SIBYLLE: THE USER INTERFACE

Since it concerns above all people suffering froevese
impairments, SIBYLLE is designed for single switch input
devices. The virtual keyboard combines a set of-laypads
offering to insert letters, numbers, words and gbsedefined
sentences foreémergency uses (e. g.!"am thirsty, | want to
drink”). Jump keys provide fast moves between these sub-
keypads: they are usually the first keys on eagip&e. Figure 1
presents the latest version of the user interff0ee can
distinguish the main sub-keypads of the virtualdagrd:

= Letter keypadls used to compose messages letter after letter.
Its organization is dynamic when necessary (se¢.§ 3

= Prediction list When the user selects one of these predicted
words, the system automatically completes the ngessa
thereby avoiding time consuming letter selections.

Function keypadin former versions3ByLLE only comprised
an integrated text editor. Since users of our gystanted to
write not only simple text documents but also cosge-
mails, use a real word processor or a search ermginghe
web, we decided to mal@syLLE more flexible.
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Figurel. Theuser interface of SiBYLLE (French version 3.1)

By interfacing theMicrosoft Windows API, our system is
now able to enter text to any kind Wfindowsapplication.
Furthermore, configurable function keys enable dire
actions such aSave AsOpenor TTS synthesis
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Figure 2. The different aspects of the numpad according to the
selected mode (left: number selection, middle: punctuation,
right: pre-recor ded messages)

= Numeric keypad (numpadJhis sub-keypad can be used in
several modes: one can use it to select numbertg albo
punctuation marks, and finally to compose rapidgdefined
sentences. These pre-recorded messages can beddefin
the user. The display of this sub key-pad changesrding
to the selected mode (figure 2).

The user interface is highly configurable. For anste, the user
can choose between three selection modes:

= mouse selection (for users who are still able totrmbd such a
device)

= line/column scan

= linear scan

In a scanning selection mode, the users are ofttardded by the
“jerky” shifts of the selection frame from one iteto the
following one: when the cursor approaches the dédkey, they
meet difficulties to temporally prepare their antid\s a result, we
observed a significant rate of erroneous selectinith the
previous versions o8BYLLE For this reason we added a timing
line which glides gently from the top to the bottaithe frame
(figure 3) when it stops on each item. This dynafeedback is
very helpful for the users, which can estimatehis tvay the time
remaining until the next shift of the selectioarfre occurs.
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Figure 3. Selection frame with the timing line

The user can modify the scanning speed of the tgateframe,
(and consequently the gliding speed of the timing)| so that
these parameters fit her/his control abilities. e8av other
parameters can be adapted to the user's needéndtance, one
can modify the minimal and maximal keystroke dumasi For
users who are still able to control the durationhefir keystrokes,
we have implemented long and “very long” keystrokeswhich
specific functions, such asrase capitalize new line speech
synthesiscan be attached (according to the user’s prefegnc



3. FAST KEY SELECTION: SIBYLETTER

In standard AAC systems, key selection is achievé@ a
line/column scan which significantly reduces therage number
of cursor shifts needed to reach the intended Keyvever, this
selection mode requires two keystrokes per itenectien
(line/column). We learned from user feedback tis kind of
selection is rapidly tiring; for this reason we iemented a

static linear scan  French 33,0 1
(QWERTY)

SBYLLE : dynamic French 2,7 1
linear scan

(5-gram) German 3,0 1

dynamic linear scanning modehich only requires one keystroke

per item selection: the cursor here highlightstiadi keys of the
virtual keyboard successively. In order to speed
communication, the keyboard is dynamically rearemhgfter
every selection, in order to first present the npysbable letters,
according to the letters already typed. This lefiexdiction is
based on a 5-gram letter model, which calculatesvaty given
moment the probability of each character for theegicontext
[3]. Figure 4 shows the dynamic reorganization lo¢ tetter
keypad, when the user composes the first lettershefword
‘three’ on the English version @syLLE
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Figure 4. Reorganization of the dynamic letter sub-keypad
during the composition of the first two letters of three

This dynamic behavior concerns only the linear sé&hen the
user chooses this selection mode, his/her attemidocused on
the selection frame and its immediate neighboriag.this reason
the user is not disturbed by the reorganizatiorthef keypad,
which certainly explains why the dynamic aspectheaf interface
did not increase the cognitive load of our usegsificantly.

Furthermore, the letter prediction componeBibyLette) yields
very good results; experiments conducted on a l&gecorpus
show that the wanted character appears on thegevettathe 8
position (table 1). This result is remarkable corepato a
standard line/column scan, which requires 9 shiftshe average.

Table 1. Comparison of different selection modes (test on
newspaper corpuswith an item set of 64 characters)

Avg. number Nb. of
Selection mode | Language | of shifts per keystrokes
character per char.
static line / French / 9,0 2
column scan German
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4. SAVING KEYSTROKES: SIBYWORD
Considering the satisfactory behaviour SfbyLetter further
significant improvements should mainly rely on Keyke
reduction. This is achieved by word predictioneahnique that
has been shown to speed up communication rategleoaisly in
an AAC system, especially, when it is context d@res(cf. [4]) In
our system this is achieved by tBé&yWordcomponent, which
tries to predict the most appropriate words considethe current
context. The predicted word is then either diredilsplayed after
the end of the inserted text (a method referredaso“word
completion”, cf. [5]), or a list of N-best (typidgl 3 to 7)
predictions is provided on the virtual keyboard. SBYLLE, a
specific sub-keypad displays the most probable sv@ctording

to SibyWord predictions. When the user selects one of these

words, it is automatically inserted (or completéd)the current
text (see figure 1, showing a list of 7 predictedrfeh wordsle,
la,I', de les et, des.

In our system, word prediction is achieved by meafisa
stochastic language model, which estimates the abibty of
occurrence for any word in the lexicon, accordimg the 3
previously inserted words (4-gram). Normally, thisodel is
calculated on a large corpus of text (usually nepsp).

The first experiments with this 4-gram word predidiave shown
that our system is able to save more than hali@keystrokes on
a newspaper test corpus. However, language modelsighly

dependent on their training resources; therefére,performance
of a language modet trained on newspaper text decreases
strongly in real usage with disabled people, whomadly do not

speak the way newspaper editors write.

Furthermore, since the users respond to very vaciedcal

patterns and will use AAC systems for varied pugsosve face
multi-factorial requests for adaptation. Previouerks already
emphasized the importance of adaptation for AAQesys (cf.
[1], [6]). Whereas these works only consider ustapsation, we
have now investigated two kinds of adaptation:

= User adaptation which aims at adapting (in the long term)
the word predictor to the user’s language style.

=  Semantic adaptatignwhich aims at dynamically favouring
words that belong semantically to the current topic
communication (short-term adaptation).

5. ADAPTATION TECHNIQUES

5.1 User Adaptation: Dynamic User Model

The user adaptation is achieved through the intiegraof two

language models: a base (4-gram) model, trainea newspaper
corpus and a dynamic user model (DUM), a trigrandehevhich

is trained on every text composed by the user; n@nds are



integrated to the model as well. The base LM rédlgloe general
language while the DUM adapts the latter to theifipestyle and
vocabulary of the user. The global common probgtiti (w;) for
a wordw; is estimated by linear interpolation of the twodals:

P’ (W) = Ay PeasdWi | Wiy Wio Wiog) + Az Poum(Wi | Wig Wip)

where 4, 4, (A4 + 4, = 1) are weighting coefficients. They are
dynamically adapted, depending on the average ssafeach of
the models in previous predictions. To calculags¢hparameters,
we apply an EM-style algorithm, (cf. [7]).

5.2 Semantic Adaptation: LSA

Latent Semantic Analysf8] is a technique that models semantic
similarity based on co-occurrence distributionswafrds. LSA,
which is founded on cognitive motivations [9], ibl&to relate
coherent contexts to specific content words, and igood at
predicting the occurrence of a content word in pinesence of
other thematically related terms.

However, since it does not take word order intcoaat (“bag-of-
words” model), it is very poor at predicting theictual position
within the sentence, and it is completely uselesstfe prediction
of function words. Some attempts have been madwdgrate the
information coming from an LSA-based model with nstard
language models of the n-gram type (e.g. [10]).

In the LSA model, a word; is represented as a high-dimensional
vector, derived bySingular Value DecompositiofsVD) from a
term x document (or a term x term) co-occurrencérirnaf a
training corpus. In this framework, a context astbiyh (=w;, ...,
Wy can be represented by the (normalized) sum ofvéwtors,
corresponding to the words it contains [9]. Thistee reflects the
meaning of the preceding (already typed) sectiowl, ia has the
same dimensionality as the term vectors. It cas tfeicompared
to the term vectors by well-known similarity measur(scalar
product, cosine).

In our AAC application, we make the assumption tlzet
utterance or a text to be entered is usually seoadlytcohesive.
We then expect all word vectors to be close toctireent context
vector, whose corresponding words belong to theaséimfield
of the context. This forms the basis for a simptese(do-)
probabilistic model based on LSA: after calculatithg cosine

similarity for each word vectonyy with the vector h of the

current context, we could use the normalized distanas

probability values. This probability distributionowever is

usually rather flat (i.e. the dynamic range is loQr this reason a
contrasting (or temperature) factgris normally applied [10],
which raises the cosine to some powers(normally between 3
and 8; we got best results with=4). After normalization we
obtain a probability distribution, which can be dider prediction

purposes. It is calculated as follows:

(cos@“\( .h)—cos,, (ﬁ))
> (cos@“vk .h)-cos, (ﬁ)) V

Ra(wlh) =

w; is a word in the vocabulary, h is the current eahthistory),
coswn( N ) returns the lowest cosine value measuredifgr The

numerator then normalizes each similarity valuertsure that the
probabilities sums to 1.

Let us illustrate the capacities of this model byimgy a short
example from the French version of our own LSA prid.
Suppose that the user has already typed the fallpaéntence:

(1) Mon pére a été professeur de mathématiques engepgue..

[My dad has been a professor in mathematics arfuink t
that...].

Table 2 shows the ten words that are presentinditifteest LSA
probabilities: all ten predicted words are sematiiicrelated to
the context, they should therefore be given a highebability of
occurrence.

Table 2. Most probable words provided by L SA for the
sentence (1) as a given context

Rank Word PLsa

1 professeur (‘professor’) 0,0117
2 mathématiques (“mathematics”) 0,0109
3 enseigné (participle of ‘taught’) 0,0083
4 enseignait (‘taught’) 0,0053
5 mathématicien (‘mathematician’) 0,0049
6 pére (‘father’) 0,0046
7 mathématique (‘mathematics’) 0,0045
8 Grand-pére (‘grand-father’) 0,0043
9 Sciences (‘sciences’) 0,0036
10 enseignant (‘teacher’) 0,0032

However, this example also shows the drawbackshefliSA

model: it totally neglects the presence of functimrds as well as
the syntactic structure of the current phrase. Wéeefore need to
integrate the information coming from a standardramn model
and the LSA approach.

Interpolation is the usual way to integrate infotima from
heterogeneous resources. While for a linear cortibmawe
simply add the weighted probabilities of two (or relomodels,
geometric interpolation multiplies the probabiktiewhich are
weighted by an exponential coefficienk{@<1).

P'(W) = PD(VV‘);J [PS(W)(l—/Ll)
i " P (Wl)ia EE(VVJ )(1—;1)

j= b

Geometric interpolation gives better results, siiicéakes the
agreement of two models into account. Only if eatthe single
models assigns a high probability to a given eveéirg,combined
probability will high. If one of the models assigashigh value
and the other does not, the resulting probabilitylve lower than
the linear average.

Finally, whereas in standard settings the intetpmtacoefficients
are stable for all probabilities, we use confidemegghted
coefficients that are adapted for each probabilpccaro &
Jurafsky [10] proposed an entropy-related confidemeasure for
LSA, based on the assumption that words occurrmmgnany



different contexts (i.e. have a high entropy), anwell be
predicted by LSA. Measuring relation quality in BSA space,
One of the authors [11] showed that the entropg ¢érm does
not correlate with relation quality (i.e. the numioé semantically
related terms in an LSA-generated term cluster),Heufound a
medium correlation between the number of semalticalated
terms and the average distance of thenearest neighbors
(density). The closer the nearest neighbors ofrm teector are,
the more probable it is to find semantically redaterms for the
given word. In turn, terms having a high density anore likely to
be semantically related to a given context. Weetlvee use a
density-based measure to achieve this confidencighteel
interpolation of the LM and the LSA models. Thespexts have
been described in more detail in [12].

5.3 Semantic adaptation: related work

There are a number of approaches that tried totaaapord
predictor to the current semantic context. On the lband we find
approaches like [1] and [15] that make use of thgger model,
presented in [13]. This model is based on the ites the
appearance of a word (the trigger) makes the appearance of
another, semantically related woydthe target) more likely. For
example, if a word like foul” has already occurred in the text,
“refere€ or “yellow card are much more likely to appear. The
trigger-target pairs are usually calculated byaxation measures
(such asPoint-Wise Mutual Informatigncf. [14]) from large
corpora. Trost et al. [1] have evaluated such aahfmt German,
however their gains remained modest (+0.2&¥owith respect to
the baseline).

On the other hand, approaches like [6] make us¢opitally
assigned corpora, from each of which a separatutge model

is calculated. These single topic-related LMs hemtdynamically
interpolated, so that the overall LM gives highestight to the
LM whose topic is closest to the current topic istdurse. In [6],
this model shows ksr advantage of 1.4% over a 3-gram baseline.
However, a drawback of this model is the need fpidally
assigned corpora. Such corpora do exist for Engdlesh. the
Switchboardcorpus), but they are not (yet) available for othe
languages such as German or French.

6. RESULTS (FRENCH AND GERMAN
VERSIONYS)

For our experiments, we calculated our baselineafagnodel on
a 44 million word corpus from the French ddig Monde(1998-
1999). Using th&RItoolkit [17] we computed a 4-gram LM over
a controlled 141,000 word vocabulary, usimpdified Kneser-
Ney discounting [18], and we applieStolcke pruning [16] to
reduce the model to a manageable size {07). The LSA space
was calculated on a 99.7 million word corpus fram Monde
(1996 — 2002). Using thmfomaptoolkit?, we generated a term x
term co-occurrence matrix for an 80,000 word votatyumatrix
size = 80,000 x 3,000), stopwords were excludeterAgeveral
pre-tests, we set the size of the co-occurrencelavinto +100.
The matrix was then reduced by singular value deomsition to
150 columns.

2 Infomap Projecthttp://infomap-nip.sourceforge.net/

The German language model was calculated on a @mivord
corpus from the newspapdtageszeitung1997-1999), for the
calculation, we used the same model parametersa® aFor the
LSA space we used 90.1 million words, also from the
Tageszeitungorpus (1989-1998). Again, we calculated a 80,000
x 3,000 co-occurrence matrix, which was reduced 1&0
dimensions.

6.1 Keystroke saving rate

It is difficult to assess objectively how a wordegdictor can really
speed up communication rates. Indeed, the obsdmpdove-

ments depend strongly on the user, and on theatten between
the prediction component and the user interfacevels In this

paper, we will study the behaviour of the word et

separately, measuring its theoretical ability tees&eystrokes.
Classically, word predictors are evaluated by ajedilve metric
calledKeystroke Saving Ratksr):

ksr = (1— t"] 100

a

with k,, k, being the number of keystrokes needed on the input
device when typing a message wikh) @nd without predictionkf

= number of characters in the text that has bedaremhn =
length of the prediction list, usually = 5). As [1] and [6], we
assume that one additional keystroke is requiredhi® selection

of a word from the list and that a space is autarally inserted
afterwards. Note also that words, which have alesturred in

the list, will not reappear after the next charadbas been
inserted.

The perplexity measure, which is frequently used agsess
statistical language models, proved to be lessrateun this
context, particularly when new words are added riurthe
prediction process.

In order to study the adaptation of our system, assessed
SBYLLE on several test corpora that correspond to various
communication situations (cf. also [19]):

A) NewspaperExtracts from FrenchHumanité 58,457 words)

or German $iddeutsche Zeitun§6,031 words) newspapers.

B) Scientific A scientific article (unpublished) of one of the

authors, from the domain of NLP; 8,766 words.
C)
D)

Prose 1st chapter fronGerminalfrom Zola; 20,928 words

SpeechTranscription of spontaneous dialog between Hrenc
tourist agents and customers; 15,435 words.

E) E-mait Personal e-mails of one of the authors, whereérsa
replies and hyperlinks were removed; 8,874 words.

For each test-set we then calculated the keystsakéng rate
based on a 5-word liskgrs) for the following settings:

= 4-gram LM only Baseline modgl
4-gram interpolated with Bynamic User Mode(DUM).

= 4-gram + LSA model (with geometric interpolationdan
confidence weighting).

=  4-gram + DUM + LSA



Tables 3 and 4 sum up the overall performancebeasfe models
on different French and German evaluation corpdya.first
glance, one can see that the overall performarfc&sYWOoRD are
very satisfactory: whichever test corpus was carsid, theksr
remains higher than 50% (right column on tablen®aning that
the user can save one keystroke over two in evergton.

Table 3. Performances (ksrs) of the French version of
SiBYWORD on different communication situations

o (Zam Fon T oo
Newspaper| 57.8% 58.5% 58.9% 59.4%
Scientific | 44.2% = 52.4%  45.6% 52.9%
Prose 46.2%  50.1%  48.0% 51.4%
Speech | 483% = 57.7%  49.9% 57.9%
E-mail 50.1% | 525%  51.7% 53.2%

Table 4. Performances (ksrs) of the German version of
SiIBYWORD (newspaper cor pus)

SyBIWORD
4-gram | 4-gram | 4gram
COrpuUS  (haseline) +DUM = +LSA | (4-gram+ LSA+
DUM)
Newspaper 51.6% 54.6% 52.6% 55.4%

Furthermore, comparison with the 4-gram LM basesihews the
benefits of our adaptation techniques. For the dyoauser
model, we get an important increaseksf for all test corpora.
Even for the test corpus that belongs to the saewgster
(newspaper) as the training data, we get a sligpravement of
performances. A detailed analysis of our resulmwshthat the
Dynamic User Modek able:

= To reduce the number of unknown words (Out-Of-
Vocabulary words, OOV): this is particularly impant in
case of the scientific corpus, which presents #& haje of
OOV (16,6%) for the baseline model.

= To adapt the model to the communication style: this
observation applies particularly to the spoken atjak
corpus, which shows many phrasal disruptions.

One should note that the influence of gnamic User Model
rapidly gains significance. Figure 6 summarizeggperiment we
conducted on two of our corporpréseande-mai)). It shows that
aksrincrease of 2% is already observed with only 2,80eds of
user training data. This represents on the aveifgéours of
continuous typing for an experienced user.
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Figure5. Influence of the Dynamic User Model: ksrs increase
according to the amount of training data

The semantic adaptation that is achieved by the r®éel leads
to a less important but nearly constant increadesof+1.0% to
+1.7%). This benefit is cumulative with the DUMgticombined
model always yields the best results. In particukadditional
experiments [11] have shown that the improvements w the
LSA adaptation is on average five times higher thizat of a
standard decaying cache model (cf. [20]).

Finally, the performances of the German versioiS&YLLEare
4% to 6% lower than those of the French one. Stheetest
corpora are obviously different, it is difficult tmterpret these
differences. Nevertheless, it is probable that weskness results
from the high frequency of compound words in Germahich
are hardly predictable with a standard model. ishy we need
to develop a specific component to handle theseptmmwords.
In particular, we are presently studying the infloe of the
“partial selection” approach implemented in tRASTY AAC
system [1].

6.2 User assessment: Kerpape center

The SBYLLE system benefits from the experience of seven ya&fars
daily use in the rehabilitation center of Kerpap®ritfany,
France). Its successive versions have been usechdog than
twenty patients of the center. Some of them ardtgdbut the
majority of the users are children from the schotggrated in the
center. The system was very appreciated by mosteopatients.
Only one of them, who is suffering from severe uisu
impairments, felt uncomfortable with the dynamicrtwal
keyboard.

The other patients and the practitioners noticedigamificant
acceleration of the text insertion process. We fase observed
that the children which are studying in the Kerpaplkeool accept
to make longer working sessions. This indicates tha use of
SBYLLE implies less physical fatigue, compared to the AAC
systems that were previously used in the centas fEduction of
the physical fatigue of the users is certainly rapdrtant as the
improvement of the communication speed [21].

Finally, we also noticed a significant reduction athographic
and grammatical errors when the patients are usiagystem. A
comparable result has already been observed witarotAAC
systems (see for example thBrofet system [22]). This
observation is particularly when the user suffecsnf additional
language impairments.



Figure 6. The SIBYLLE system (version 1.5.2) used by an
athetosic child from theintegrated school of the Kerpape
rehabilitation center

A disturbing observation is that, frequently, owers do not
select the intended word although the latter iartyepresented in
the prediction list. In an experiment conducted hwithe

commercial DIALLO system, Biardt al [23] observed that their
patients selected only 2,300 word hypotheses durihg

composition of text summing up to 80,000 lettersr Giscussions
with the users and the practitioners tend to shbat this

situation, which limits obviously thksr and the communication
speed, is due to a cognitive problem: the userst mbsar

difficulties to write a message and read the listutaneously,

due to an increase of the cognitive load.

A possible solution to this problem should be tplement a
direct completion like in the VITIPI system [5]: stead of
presenting a list of several word hypotheses gpeaific sub key-
pad, one can propose the most probable terminafithre current
word immediately after the latest typed letterisithowever not
sure that this immediate display is sufficient itit the conflict
between input (read the prediction) and output téwrihe
message) activities.

Table5. Ksr of the French version of SIBYWORD (newspaper
corpus) according to the size of the prediction list

Size Ksrq(1 word)

44.4%

Ksry(2 words)
51.1%

Ksrg(5 words)
57.9%

Newspaper

Another solution is to insert word predictions ditg in the letter
keypad: the first keys will display these words ahe following
ones the predicted letters. Then the user will drdye to focus
his/her attention on the selection frame. The sicanof these
additional keys obviously increases the time neembedeach a
letter. Nevertheless, our experiments on Ltiee Monde corpus
suggest that this strategy could be useful. Stdite influence
of the size of the prediction list (table 5), wevbdound that a

satisfactoryksr can be reached with only one (44.4%) or two

(51.6%) lexical hypotheses. This means that therfimn of one
or two words in the letter keypad is generally isight to benefit
from the advantages of the word prediction componen

Moreover, one must consider that this selectionen@hd direct
completion as well) requires a unique keystroke,ileviiwo
successive keystrokes are needed to jump to the ligirand to
select a word in the “standard” strategy. This p@nmportant as
well when considering keystroke saving. It showdpensate the
fact that fewer hypotheses are proposed to the @viously,
different users will prefer different selection nesdif they are,
above all, considering communication speed or @ dbntrary
physical fatigue, or cognitive load. For this reaswe are
currently implementing two additional selection raed for
SBYLLE direct completion and word selection from thetdet
keypad.

7. CONCLUSION AND PERSPECTIVES
Despite these encouraging results, we still neexk imdormation
about real uses of AAC systems with patients ptisgra large
variety of clinical characteristics. In particular,significant part
of motion and speech disabled users also suffen feevere
cognitive impairments. As a result, the messageg tbmpose are
highly ungrammatical, which disturbs our word potdi.

We are thus involved in the ESAC_IMC projedtofidation
Motrice), whose aim is to collect and analyze a large uwsnpf
real-use sessions on three AAC systems for Freridie
participants (Kerpape, LI, IRIT and VALORIA) havefihed a
common XML format for the log files that are beingcorded.
These log files keep track of the following events:

- all actions of the user (keystroke, correspogdiem of the
virtual keyboard, time indication)

- all replies/actions of the system, among whiwh list of word
or letter predictions

Furthermore, we keep the clinical description ¢ftlaé recorded
users. This information will be very useful to cheterize real
needs for AAC according to different kinds of haragi. The
recordings of these log files are now in progress the
rehabilitation center of Kerpape.
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