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Some examples of our research
(that involve deep learning methods)

end-to-end learning

deep neural networks




Extracting non visual attributes from
images using CNN.

Non-visual attributes are those attributes of an image that can be inferred from visual
information but do not have a clear correspondence on the image.

What’siin the picture?




T — B

Which apartment is, a priori, more successful on Airbnb?
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Online photo marketplace

BOOPX  nDscower  Guess Diwctory Q@ Legin Sign Up

POPULAR EDITORS UPCOMING FRESH MARKETPLACE GALLERIES Animals

Which is the expected popularity of these images?

TENIVERS 1A

E BARULLONA



s Deep Learning Overhyped?
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Objectives

or how to train large and highly complex models with
deeply cascaded nonlinearities by using automatic
differentiation and several tricks.

1. What is De

Deep Learning is not magic.

2. What are the _

computer vision, natural language,
speech, recommenders, time series, etc.

ep Learning?

Deep Learning is not the final machine learning method.

4. How to build X

Keras, Tensorflow...

3. What are th
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“"  Why Deep Learning?



History

* In 1943, neurophysiologist Warren McCulloch and
mathematician Walter Pitts wrote a paper on how neurons
might work. In order to describe how neurons in the brain
might work, they modeled a simple neural network using
electrical circuits.

* In 1949, Donald Hebb wrote The Organization of Behavior, a
work which pointed out the fact that neural pathways are
strengthened each time they are used, a concept
fundamentally essential to the ways in which humans learn. If
two nerves fire at the same time, he argued, the connection
between them is enhanced.

* In 1957 Frank Rosenblatt attempted to build a kind of
mechanical brain called the Perceptron, which was billed as
“a machine which senses, recognizes, remembers, and
responds like the human mind”.

EE RIS 1T A .
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* In 1962, Widrow & Hoff developed a learning
procedure that examines the value before the weight
adjusts it (i.e. 0 or 1) according to the rule: Weight
Change = (Pre-Weight line value) * (Error / (Number
of Inputs)). It is based on the idea that while one
active perceptron may have a big error, one can
adjust the weight values to distribute it across the
network, or at least to adjacent perceptrons.

A critical book written in 1969 by Marvin Minsky
and his collaborator Seymour Papert showed that
Rosenblatt’s original system was painfully limited,
literally blind to some simple logical functions like
“exclusive-or” (As in, you can have the cake or the
pie, but not both). What had become known as the
field of “neural networks” all but disappeared.
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¥ BARCLLONA 1



First neural network winter is coming




e In 1982, interest in the field was renewed. John Hopfield of Caltech
presented a paper to the National Academy of Sciences. His approach

was to create more useful machines by using bidirectional lines.
Previously, the connections between neurons was only one way.

* In 1986, the problem was how to extend the Widrow-Hoff rule to
multiple layers. Three independent groups of researchers, which
included David E. Rumelhart, Geoffrey E. Hinton and Ronald J.
Williams, came up with similar ideas which are now called back-
propagation networks because it distributes pattern recognition

errors throughout the network.

* From 1986 to mid 90’s new developments arised: convolutional
neural networks (Y.LeCun), unsupervised learning (Y.Bengio), RBM
(G.Hinton), etc. But, by this point new machine learning methods
had begun to also emerge, and people were again beginning to be

skeptical of neural nets since they seemed so intuition-based and
since computers were still barely able to meet their computational
needs.
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Second neural network winter is coming




» With the ascent of Support Vector Machines and the failure of

backpropagation, the early 2000s were a dark time for neural net
research.

* Then, what every researcher must dream of actually happened:
G.Hinton, S5.Osindero, and Y.W.Teh published a paper in 2006 that
was seen as a breakthrough, a breakthrough significant enough to
rekindle interest in neural nets: A fast learning algorithm for deep
belief nets.

« After that, following Moore's law, computers got dozens of times
taster (GPUs) since the slow days of the 90s, making learning with
large datasets and many layers much more tractable.
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Jetson TX1 Developer Kit
$599 retail
$299 edu

Pre-order Nov 12
Shipping Nov 16 (US)
Intl to follow

amazon @m

MIROGNEER < NVIDIA.

computers & electronics
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GPU democratization

GANVIDIA ACCELERATED COMPUTING  Downloads  Train N Feosystem Forums

Home CamputeWorks Academic Callaboration

NVIDIAs Academic Prograrms Tzam is dadcated ta empowering and collacarating with prefessors and researchers at universities worlcvide We aim to inspire
culling 2dge lechnelogical nnovalion and Lo [ind new ways ol enhancing leeclly research as well as the leaching and lzarming expenience. We achieve
this thraunh a variety of initiztives ane programs inzluding:

o Small=cale GEUgranls

. Craduate Felowships
« PFrovicing lree teeching malerials ard GPU cloud resources through cur Deeo Learing Institute (DL Teacking K

- Provicing eccess to develozer “orums, pre-released ols &nd drivers through the Accelerated Computing Ceve.oper Program

BGPU Grant Requesls

Professors, Rasearchers and Advisors snauld campiete the anlire 57U Grant Reguest Form ta request a GPU fer resaarch purpases for themsealves and/ar their
teams. Incrder to review your request, we require a statement of research and CV. Additional mztzrialz should not ze used to attach a full proposalin lieu of 2
statement of research. Your statement 07 research must include the follewing:

« contact infermation
- @ short description of your ~esearch projectls!
« how you and/ar your taam wi.l use the GPU

o list of recent oubl cations

Thank you NVIDIA!
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NVIDIA DGX-1

WORLD’S FIRST
DEEP LEARNING SUPERCOMPUTER

170TF | “250 servers in-a-box” | nvidia.com/dgx1




Definitions

* Neural Networks (NN) is a beautiful biologically-
inspired programming paradigm which enables a
computer to learn from observational data.

* Deep Learning (DL) is a powertul set of
techniques (and tricks) for learning in deep neural
networks.

* NN and DL currently provide the best solutions to
many problems in image recognition, speech
recognition, and natural language processing.

T NIV ERS 1A .
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Recurrent

ImageNet Architectures
(deeply cascaded
nonlinearities)

Tensorflow

Backward
-mode

Automatic Deep Learning
Differentiation

SGD + Training
Tricks

TENIVERS 1A
. F BARCLLONA 20



Our objectives

* Optimization and Automatic Differentiation
* Programming a Neural Network

* Design and Train a Deep Model

-n‘ﬁ- LLRIvERS 1T &,
T BARULLONA
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Approach

We will illustrate all contents with Jupyter notebooks,
a web application that allows you to create and share
documents that contain live code, equations, visualizations and
explanatory text.
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Approach

NN
We will use a Docker Container. oocker

Docker provides the ability to build a runtime environment that not only
remains isolated from other running containers, but also can be deployed to
multiple locations in a repeatable way.

Docker also uses a text document — a Dockerfile — that contains all the
commands to assemble an image, which will meet our need to document the
build environment.

Finally, Docker's runtime options enable us to attach GPU devices when
deploying on remote servers.
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The problem: machine learning

Numeric features that characterize your cases Your desired outcomes

Training data: a set of (™), y(™)) pairs.
Learn a function f,, : + — y to predict on new inputs x.

1. Choose a model function family f,,.

2. Optimize parameters w.
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1-layer neural net model

Parameters

L

Weights Bias

| |

flz)=o(w" -z +b)

|

Sigmoid Dot
Function Product
. 1
o(2) = fFe
RelLU
Function

o(x) = maz(0,x)
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1-layer neural net model

Graphical Representation
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2-layer neural net model
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2-layer neural net model

* How to find the parameters of the function?

* We can use optimization techniques (minimizing a
function, the loss function, that measures the discrepancy
between the outcomes of a model and the desired
outcomes.

* To optimize, we must compute the derivative of every
parameter with respect to the loss function.

* But we have (possibly) millions of parameters and the loss
function is a (possibly) large composition of functions...

-:‘:'&- LLRIVEIRS 1T A .
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Automatic Differentiation

import autograd.numpy as np # Thinly-wrapped version of Numpy
from autograd import grad

def taylor_sine(x): # Taylor approximation to sine function
ans = currterm = X

i=290

while np.abs(currterm) > ©.001:
currterm = -currterm * x**2 / ((2 * 1 + 3) * (2 * 1 + 2))
ans = ans + currterm
i+=1

return ans

grad_sine = grad(taylor_sine)
print "Gradient of sin(pi) is", grad_sine(np.pi)

&
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SGD-based logistic regression

import autograd.numpy as np
from autograd import grad

def sigmolid(x):
return @.5%{np.tanh(x) + 1)

def logistic_predictions{weights, inputs):
# Outputs probability of a label being true according to logistic model.
return sigmoid(np.dot(inputs, weights))

def training loss(weights):
# Training loss 1s the negative log-likelihood of the training labels.
preds = logistic_predictions(weights, inputs)
label_probabilities = preds * targets + (1 - preds) * (1 - targets)
return -np.sum(np.log(label probabilities))

# Build a toy dataset.

inputs = np.array([[©.52, 1.12, @.77],
[e.88, -1.68, @.15],
[0.52, 9.6, -1.30],
[@.74, -2.49, 1.39]1])

targets = np.array([True, True, False, True])

# Define a function that returns gradients of training loss using autograd.
training_gradient_fun = grad(training loss)

# Optimize weights using gradient descent.
weights < np.array([©.4, 8.9, 8.8])
print "Initial loss:"”, training_loss(weights)
for i1 in xrange(1900):
weights -= training_gradient_fun(weights) * 2.81

print "Tralned loss:", tralning_loss(weights)
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Architectures

UA
OC

7
(

a

tput layer

hidden layer 1 hidden layer 2

input layer

Each layer is a function, acting on the output of a
previous layer. As a whole, the network is a chain of
composed functions. This chain of composed functions
is optimized to perform a task.
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Recurrent neural layer model
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Recurrent neural layer model
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Recurrent neural layer model

think I <EQS> | > Je > pense | > .. > <EOQS>
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Convolutional neural layer model

35

VRS 1T A .

BARTULLONA

LK



CNN + RNN

Vision Language A grou.p of people
Deep CNN Generating shopping at an
RNN outdoor market.

~ @ There are many
vegetables at the
fruit stand.
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Deep Learning Ecosystem

Edward  Alibrary for probabilistic modeling, inference,
and criticism.

TensorFlow

Edwurd iy a Py libruey for prebabils tie awdeling, nference, wwl enticsi [Lisa

L tbed for fus) experioentation and research with probabdistic models, rangig fnom
daseal hierwchive] model, o simall dla sels Lo complex deep prolxdelistic inodels
o Jurye dota sets, Edwarnd luse, Giree felds: Buyes 2 statisticos and machine legaing, for Machine Intzll igence_%

JET iTVATES

deep Jeusning, wel proleliistic peogrannning.

Usugpors modeling witl:

e Dirccled graphcal seodcls

Gatting Scarted e Neural neiworks (via libraies soel as Zeres and Toesorflow Slioe)
Tutnrials e leplicil gererative modods

AT e Bayoszn conparamctics aod probabibslic progheancs

Commurity

Usupsors inference wilt
Conlsibuting

e Varkticoal inference TensorFlow 1.2 has arnved! rcducing TensorFlow The 2017 TensorHow
Ot o »  Rlack hoe varisticaw inference TVE M RECTA T AFNOLIGE I MIRESS O Research Clowc Dev Sumarit
2 Stachastic waritiona inferece emarFion 1.2 Lhech s Pe eeae W'r> mating 1,000 Chavd TRUE svaiably Thewssrds o posghe from the TeresPow
»  Cenuratve pdversunal netwarks wavy fue ol $ow bvat o1 fos 10 accalerate cpar Macine conrunity partap s od nthe fret
»  Maxiroum pas!:n'ori estmatan Rarmirg resparch Magshp avant. Watch the Leyrate and
talts
e Monle Caclo
IPGILDE HOW LEARNNORE VAT CH MDEDS
»  Cadl B
> 133 ) O
s Q¢ K Keras Documentation Docs »Home € =diton GitHub
o Compe
. Be
e Keras: The Python Deep Learning library
> Mes FHoere
L — Keras: Tha Fythcn Deep Leaming linrary You have just found Keras.
You have Just found Keraa
Guldiggrinciples Keras is 3 high-level neural networks API, written in Python anc capable of running on top of either
; Tensorflow, CNTK or Theano. It was develoced with 2 focus on enabling fast exparimentation. Being
Getting started: 30 seconds 1o Keras - - - -
able to o from idea to result with the least possible delay is key to doing good research.
Instzllation
Switchry from TermorFlow o CNTR or Ust Kerasif you nced adeep learning library that
Thusra
farazert o Allcaws far esasy and fast pratatyping (theaugh wser frendliness, medularity, and sxtensibilzy).
Why t=ls nama, Keras? » Supparts hoth cormaluticnal netwarks and recurrent netearks, 2= wel asmmbhinatices of the twa,

o Rurs samlessly o CPU and GP UL

Read the docurmentation at Keras.io.

Keras is compatible withe Python 2.7-3.5.
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“Classical” applications:
object classification, detection and segmentation.
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Face recognition.

Who is this? Who is this? Who is this?

'I'I'I'II h 0 |S th]:‘,:’ I'."'." h 0 |S th|‘_-‘.‘-.

DeepFace (Facebook): Accuracy of 97.35%
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New applications: navigation and mapping.

Tienda  Aspiradoras  Ventiladores y Colefaciores Aiwrblade™ Mi cuenta

Robot Dyson 360 Eye™

El nuevo robot aspirador de Dyson

/ Vea o Jumes Dyson
preseniandc el
nuevo Dyson 360
Eye'™ en Tokio

--‘-'ﬁ KIVERS T4,
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New applications: Image Upscaling (Flipboard)

Stu in Mostly Mirrorless 3¢

How Much
Resolution Do

You Really
Need?

Photography Life via RSS

Each year camera manufacturers are
pushing the limits of sensor technology i '
and the latest trend has been to increase t
sensor resolution to numbers .

CAMERAS S g 0

Y o o
L Ll N .
S P g T
AL E RGN, IS

http://engineering.flipboard.com/2015/05/scaling-convnets/
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New applications: Image Upscaling (Flipboard)

Megat Ibeahim Mahfuz in The Aperture Collective

Bruce Davidson’s Ode to
Color Photography

TIME - Laurence Butet-Roch
LColor photegraphy has never been an after-thought for
Maznum Photos' Bruce Davidson As the glaring winter Light

% [ ters theov gh the sheer curtains that line his Upper West Side
- apartment, Bruce Davidsan laoks around his vibrantly adormed
) 9,: ' S *iving rocm. ITe's trying to decide betwaen the tan .,

AN A i

2 ) -z
r : "y M MAGNUM PHGTOS S g <
-_IJ o ) 3 ke » 28 reflips

.,

http://engineering.flipboard.com/2015/05/scaling-convnets/
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New applications: Image Upscaling (Flipboard)

Original Bicubic

Model

http://engineering.flipboard.com/2015/05/scaling-convnets/



New applications: Automatic Image Captioning

woman, crowd, cat,
camera, holding, purple p
A purple camera with 2 woman. \
2. generate Awoman holding a camera in a crowd.
sentences
A waman holding a cat. J
3. re-rank ’ #1 Awoman holding a
sentences camera in a crowd.
e — EEE EEEEE————

http://blogs.technet.com/b/machinelearning/archive/2014/11/18/rapid-progress-in-automatic-image-captioning.aspx
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Speech translation

‘ A mi también

Where in the world do you wish to travel?

‘ A Rusia

Everywhere

Sera increible algun dia verte en Meéjico
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Recommenders

1st Workshop on Deep Learning
for Recommender Systems

in conjunction with RecSys 2016
15 September 2016, Boston, USA

:‘;7; LLRIVEIRS T A .,
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Music Generation

Charts E s or | Createaccount | Upicad  eee

F 3
deepjazz ' . *®

't an Al buill to make Jazz

" Princeton, United States

Playlists Reposts LR sre

OUL 20jazz on Metheny
Hi! I'm ceapjazz, ar Al built by Ji-Sung K. m. You

ol e Ilwl lll  on ek oue v soucecoae on G v

d 1 deepjazz On Metheny .. . Egoch ) hi
59

dl 2 deeplazz On Metheny .. 1€ Epochs

g 3 ceepjazz On Metheény .. 32 Epochs
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Reinforcement learning.
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At last — a computer program that
can beat a champion Go player page 484

ALL SYSTEMS GO

LLHSERY 1NN HSEAHCH ETHLS AU SLE D f-'UILZW'K_lI’.!

SONGBIRDS SAFEGUARD WHEN GENES
ALACARTE TRANSPARENCY GOT 'SELFISH’

O8>
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Hands On!

Open https://github.com/DeeplLearningUB/EBISS2017 in your browser

O Ihis repository Pull requests Issues Marketplace Explore

:‘;Fl LRIvERS 1Al .
T BARULLONA

.. DeeplLearningUB / EBISS2017 @ Unwatch » 1 AStar 0 YForx 2
<> Code Issues O Pull requests © Projects 0 Wiki Ingights Settings
Deep learning is one of the fastest growing &reas of machine learning ard & hot topic in both academia and industry. Edit

This lecture wil try to figure cut what are the rezl mechanisms that make this technigue a breakthrough with respect
to the past.

desg-learming docke: tutcrial wotebook Manags togics
to 24 commits V1 branch © Oreeases 42 1 contributor & MIT

Branch: master « New pull request Create new file  Upload files  Find file
R algorismes Uodale README. ¢ Latest commil 77aa2fc 11 minules ago
M data Add files via upoad 5 months ago
M images Add files via up/oad 5 months ago
= 1. Learning from data and optimization.ipynb Add files via up oad 5 months ago
= 2. Automatic Differentiation.ipynb add files via up'oad 5 months ago

- 3. Tensorflow programming.ipyrb Add files via up oad 5 months: aqo
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https://github.com/DeepLearningUB/EBISS2017

Open a terminal window

Go to the working
directory of your choice

T LLRIVEIRS T A .,

¥ BARCLLONA

Hands On!

® 0 " jordi — -bash — 80x13

Last login: Sun Jul 2 11:55:22 on ttys@ol
MacBookProJordi:~ jordis$ B

© @® eBISS2017 — -bash — 80x13

Last login: Sun Jul 2 11:55:22 on ttys@el
MacBookProJlordi:~ jordi$ cd Dropbox/eBISS2017/
MacBookProJordi:eBISS2017 jordis$ |

51



Hands On!

Start your docker image

®C @ - eBISS2017 — -bash — 82x10

Last login: Sun Jul 2 12:27:25 on ttys002

MacBookProJdordi:~ jordi$ cd Dropbox/eBISS2017/

MacBookProJdordi:eBISS2017 jordi$ docker run -it —p 8888:8888 -v /$(pwd):/notebooks
datascienceub/deepubebiss2017]

and go with your default browser to

localhost:8888

The fist time you connect you will get this message:

Copy/paste this URL into your browser when you connect for the first time, to login with a token:
http://localhost:8888/?token=defbc4266elde@4bde6055ed0c0832c6e803clefdbf74960

¥ BARCLLONA
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Jordi

| : a1 : - O X
/M JRC - inscrip: X \'§. wwwi.info.un X \n Google Caler X \O EBISS2017/F° X /‘/ ~ Home X \
. & \@ localhost:3888/tree O} ﬁ" @ 9n ® - B H
2 Aplicacions M Gmail Google Calendar * Paper O Dashboard m Trello T CampusVirtual2 »  Altres adreces d'interés
o
~ Jupyter Logout |
Files Running Clusters
Select items to perform actions on them. Upload | New~ | &
0 v Name 4  Last Modified 4
TE L RIVERS 1A
¥ BARCLLONA

53



Jordi - 0 %

/M JIRC - inscrip: X \‘§. www.info.un: X \n Google Caler X \O EBISS2017/F: X/ — Home X \\\ 2
€& & C | localhost:8888/tree Q% @ By @ ¢ (72, :
*! Aplicacions M Gmail Google Calendar ® Paper O Dashboard m Trello ¥ CampusVirtual2 »  Altres adreces d'interés
op—
~ Jupyter Logout
Files Running Clusters
Select items to perform actions on them. Upload <
; Notebook: L
= -l |
— Python 2 r"‘
& [3 instructions.docx J0
Other; 1
Text File
Folder
Terminal
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M IRC -inc X aww.inf- X | WR Google | X O EEISS20 X Home X lo
C | ) localhost:288¢ A % @ 2 S * P oo

il Aphcaciore M Gral Fll Google Calendar ® Paper () ULazhbcard [[J 1rello *

jupyter

Lampusvirtuall » Nlzres adreces dinteres

Logout

# git clone https://github.com/DeeplearningU3/LCI552817
Cloning into "EBISS2017'...

remote: Counting cbjects: 94, done.
remote: Compressing objects: 100% (8/8), dcne.
npacking objects: 32X (31/94)

git clone https://github.com/DeepLearningUB/EBISS2017

AN NIV IRS 1T A .

¥ BARCLLONA

55



https://github.com/DeepLearningUB/EBISS2017

0 Ihis repository Pull requests Issues Marketplace Explore

.. DeeplLearningUB / EBISS2017 @ Unwatch » 1 AStar 0 YFoxk 2
<> Code Issues O Pull requests © Projects 0 Wiki Ingights Settings

Deep learning is one of the fastest growing &reas of machine learning ard & hot topic in both academia and industry. Edit

This lecture wil' try to figure cut what are the rezl mechanisms that make this technigue a breakthrough with respect
to the past.

desg-learming cocke” tutorial wotebook  Manags togics
t 24 commits ¥ 1 branch ©> Ore cases 42 1 centributor k& MIT

Branch: master « New pull request Create new file  Upload files  Find file
wuhorisnm Updale README.mc Latest commil 77aazfc 11 minules ago
M data Add files via upload 5 months ago
Ml images Add files via up/oad 5 months ago
= 1. Learning from data and optimization.ipynb Add files via up'oad 5 months ago
= 2. Automatic Differentiation.ipynb Add files via up 'oad 5 months @ago
= 3. Tensorflow prog-amming.ipynb Add files via up oad 5 months aqo
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We can start to code!

& & = Home s 3 Anlieacions X\ Jerd
< C' T localhost.€3E8 @ f@ * PO @ nmed
% Aplicacions [ Gmail F5] Google Calendar ® Paper ) Cashtoed [ Trello B Campusvirtualz  [T] vilawet » [ Altres adreces ¢ int...
-—t
~’ JupytEf Logout

Files Running Clusters

Select tems to perform actions on them. Uplcad New~ £
L) ~ Name ¢ Last Mod fied 4
] M data 2 days ago
D deep-leaming-keras-tensorflow-master 5 days aga
L D images 5 days ago
' D mida-guides-master 2 manths aga
& 1. Learning from data and optimization.ipynb 2 days ago
Ll & 2. Automatic Diffarantiation and Com.ipynt 2 days ago
& 3. Tensorflow programming.ipynb 2 days aga
L & 4. Deep Leaning in Keras.lpynb 2 days ago
(0 & names.ipynb 2 days ago
0 [ Dockeriile 9 days ago
© 3 Instrucdons.deex 5 days ago
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